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Abstract— Wireless mesh networks (WMNSs) are an alternative establishing and maintaining routes among themselves. The
technology for last-mile broadband Internet access. In WMNs, ysers can be stationary or comparatively mobile [3]. The
similar to ad hoc networks, each user node operates not only main difference between a WMN and an ad hoc network is

as a host but also as a router; user packets are forwarded to . . . .
and from an Internet-connected gatevF\?ay in multihop fashion. perhaps the traffic pattern: in WMNs, practically all the traffic

The meshed topology provides good reliability, market coverage IS €ither to or from a gateway; while in ad hoc networks,
and scalability, as well as low upfront investments. Despite the the traffic flows between arbitrary pairs of nodes. If desired,
recent start-up surge in WMNs, much research remains to be repeater nodes (pure wireless routers) may be used to extend
done before WMNSs realize their full potential. This paper tackles the coverage or to improve the performance of the network.

the problem of determining the exact capacity of a WMN. The A ¢ de i I 3 devi imilar t lient nod
key concept that we introduce to enable this calculation is the IEpeatel Nodae 1S a layer evice, simifar to a client node

bottleneck collision domain that is defined as the geographical €Xcept that it is never the source or the destination of a traffic
area of the network that bounds from above the amount of data flow.

that can be transmitted in the network. We show that for WMNs The gateways in WMNSs are added one at a time as needed.
the throughput of each node decreases aS(1/n), where n is  aAqding more gateways will not only increase the capacity

the total number of nodes in the network. In contrast with most . L
existing work on ad hoc network capacity, we do not limit our of the network but also its reliability. The mesh structure

Study to the asymptotic case. |In particu|ar, for a given t0p0|ogy assures the aVa||a.b|I|ty of multlple pathS for each node in the
and the set of active nodes, we provide exact upper-bounds on thenetwork. If one or multiple nodes fail, the packets will be
throughput of any node. The calculation can be used to provision rerouted around the failed node(s). Similarly, if one gateway
the network, to ensure quality of service and faimess, etc. The ¢4 the others will take over its traffic, while the network
theoretical results are validated by detailed simulations. - . . . .
. . _as a whole will continue to function with a (slightly) reduced

Index Terms—Wireless mesh networks, nominal capacity, performance. This provides a very appealing “graceful degra-

provisioning, ad hoc networks, collision domain, throughput. dation” feature. Mobile users can connect to the WMN and
have untethered connectivity as they roam within the coverage
|. INTRODUCTION area of the WMN.

i It is conceivable, in fact quite desirable, that quality of
Wireless mesh networks (WMNs) [1], [2] are a neWse{vice (QoS) guarantees can be offered to customers. If the

broadband Internet access technology that draws significan work is designed carefully and enough Internet gateways

attention these days. The competition with other broadbaﬂg . .
CoT ; . are placed at key points, each customer can enjoy guaranteed
technologies, including cable, xDSL, broadband wireless local . .
) . . andwidth and/or delay (at least in the access network). The
loop and satellite Internet access is stiff, but WMNs have . ) L :
S ) . ; uarantees enable multimedia applications such as voice over
significant advantages, making them a viable alternative. Ups : . .
front investments are minimal. because the technolo CI nand video on demand. Moreover, different classes of service
. ) ! . 0'ogy f‘ .g. premium, enhanced and basic) can be offered, each class
be installed incrementally, one node at a time, just as | . I
: : L with different priorities and guarantees.
is needed. As more nodes are installed, the reliability an . : :
Because the network is built one node at a time, the tech-

nelt:vivorkl C(;)(;/ei::&:geamc;r:;itlae. scenario where users (the s ncfllogy allows the providers to better match incoming revenues
9. P P &) outgoing expenses - a major challenge in DSL and cable-

8:‘%/ nsoedveesrz a;fevs;()\;'d?ge VY;? et;r?:gbﬁggelsntirgﬁ;eifggbs sed services, (and seemingly an insurmountable one for LEO
g 9 ys ( 9 ) salellite services) especially at this time. Furthermore, many
the Internet. In WMNSs, each user node operates not only

i . i f WMN I I I | h
a host but also as a wireless router, forwarding packets gifrgglsvgs s are largely deployable by the consumers
behalf of other nodes that may not be within direct wireless The techﬁology is “radio agnostic” [3], i.e. independent of

transmission range of a gateway. The gateways are conne%ed . : :
2o € underlying radio technology. The fixed nodes can act as
to the Internet (the backhaul connection itself may also lf ying 9y

. . : 2 angulation beacons for the mobile users, and a GPS-less
wireless). The network is dynamically self-organizing an

S . . . eo-location feature can be implemented within the coverage
self-configuring, with the nodes in the network automaticall rea of the WMN.

This work was supported by the Center for Advanced Computing and There are several vendors that h_ave rec_ently Oﬁere_d WMN
Communication. products. Some of the most experienced in the business are



the capacity of WMNs based on the traffic behavior at the
- medium access control (MAC) layer. Since our approach is

not limited to a specific MAC scheme, one can compute the

X exact capacity of a WMN for any MAC layer implementation.
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The question of the capacity of the network cannot be
Fig. 1. Wireless mesh network for broadband Internet access properly addressed without discussing the issue of fairness.
Note that a user node in WMNSs has to transmit relayed traffic
) as well as its own. Therefore, besides the contention with other
Mesh Networks [3] and Nokia Rooftop. There are more thafpdes for the same destination node, there is an inevitable
20 other start-up companies that plan to offer similar produCigsntention between its own and the relayed traffic. This type
A comparison of the product offerings of these companigs contention does not occur in fixed wireless local loops or
reveals that the research needed to back up the products yg@gless LANSs in infrastructure mode where user nodes are
largely passed over in the rush to capture the market. Whil§yays at one-hop distance from the base station or the access
the technology is sound, more research is needed before tagy.
WMNs can reach their full potential. Consider the simple case depicted in Fig. 2(a) where two
One of the most hyped ideas is that the capacity of a WMhydes (1 and 2) have the same offered lgadsent to the
exceeds the capacity of a fixed wireless broadband Inter@gtteway (GW). Ideally, as the offered load at each of the
access (or the one of a wireless LAN) based on a similgpdes (7) increases, both nodes receive the same share of the
technology. Some even claim that the capacity of the netwaykac |ayer throughput3 (see Fig. 2(b)). In practice, without a
increases with the number of clients. The intuition to suppAiodified MAC or network layer, as the offered load increases,
these claims comes from the spatial reuse possible in WMNge node closest to the gateway (node 1 in Fig. 2(a)) gradually
two nodes at opposite ends of the network can transmjtt completely starves the node further away from the gateway
simultaneously without a collision; however, in a multihoqas shown in Fig. 2(c)). The results in Fig. 2(c) are obtained
environment, most of the transmissions are just forwarding ghder the assumptions that the MAC layer is “fair’” and that
traffic, which, as it will be shown, effectively eliminates thane traffic to be forwarded by node 1 (from node 2 to the
gain of the spatial reuse. gateway) is queued together (either in the forwarding engine
Although there are significant research results on the G at the MAC layer) with the traffic originating at node 1.
pacity of wireless ad hoc networks [4]-{10], these results areThe unfair behavior observed in Fig. 2(b) can be explained
focused on the general case where the traffic streams flgygoretically, and was verified using both OPNET and ns-2. A
between arbitrary pairs of nodes. Moreover, the existing resuffstailed analysis of the phenomenon is beyond the scope of
hold in the asymptotic case when the number of nodes this paper. It is clear that unlesbsolute fairnesss somehow
very large. It was shown [4] that for stationary networks, thenforced, the capacity of the network will depend on the
capacity for each node decreasess;-); while for mobile offered load. Therefore, without describing how it may be
networks, if long delays are tolerated, the capacity may remajhieved, in what follows we will assume that there exists
constant with the number of nodeS(1) [6]. Another study a mechanism enforcing absolute fairness in the WMNs under
related to this paper considers the capacity of regular ad h@gdy. Under the assumption of absolute fairness for equal
networks [5]. An interesting probabilistic model is used in [7ffered loads, the user nodes in the network will receive an
to compute the capacity of a chain of wireless nodes. equal share of the available throughput. An interesting, prac-

We will show that the existence of gateways in WMNsical mechanism providingroportional fairnessis presented
introduces “hot spots” in the network that act as bottlenecks. [11].

Due to the presence of these bottlenecks, the available capacity

for each node is reduced (1) wheren is the number of . .
n . . B. Nominal MAC layer capacity

users for one gateway. Most importantly, in our analysis, we

not only treat the asymptotic case but also compute exactlyln Fig. 2, B denotes the nominal MAC layer capacity. We

the minimum and the maximum data rates available for eaggfine B as the throughput that can be achieved at the MAC

node in a WMN for a given network topology and link layefayer in aone-hopnetwork with infrastructure (e.g., 802.11 in

protocol. The key concept enabling this computation is tHefrastructure mode). The exact value Bfdepends on many

bottleneck collision domajnwhich is the geographical areaParameters [12]:

that limits the overall throughput of the network. We analyze « the radio technology, i.e., the raw physical layer data rate.
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Fig. 2. (a) Fairness study of a two-node network forwarding packets to a gateway GW. The ideal (b) and real (c) throughputs of nodes 1 and 2 as a function
of the offered load5.

« the efficiency of the considered MAC layer. asymmetric protocol, the direction of the links should be taken
« the size and distribution of the packets sent through tlto account when determining the constraints. Practically, for
gateway is also important, as the MAC layer overheaahy MAC protocol (and physical layer parameters), given the

can be very big for wireless communications. topology of the network, a list of such constraints can be
« the error rate of the channel should be taken into accounbmputed or determined experimentally.
if significant. We define thecollision domainof i link as a set of links

« the MAC layer throughput may also depend on th@®rmed by thei’” link and all other links that have to be
number of nodes in the system. For IEEE 802.11 on omeactive for thei*" link to have a successful transmission.
hand as the number of nodes increases the time wastedrig. 3(c) depicts the collision domain corresponding to link
a collision avoidance phase decreases; and on the ot@&%-1 under the assumption of a symmetric MAC protocol.
hand, the number of collisions increases. The notion is similar to the collision domain of an Ethernet

Given all the relevant parameters, the nominal MAC Iayé}etwork- In aWMN, each Iink. has acolli§ion domain t.hat may
capacityB can be determined [12]. This capacity will be use@artially overlap with the collision domains of other links.
in the following sections as the upper bound for the throughputSimilar constraints can be imposed on thedesof the

of network in a collision domain (defined in the next sectionfietwork instead of thdinks. For example, node 2 should
not transmit while the gateway transmits; however, the node

constraints also depend on the destination node of the trans-

. ] mission, which eventually boils down to link constraints.
The model used for the capacity analysis of WMNSs takeggrefore to improve the clarity of the presentation, only col-

into account the interactions at the MAC layer. Since wireleggjon domains resulting from link constraints will be further
networks inherently use a shared medium for communicatiqtynsigered.

the MAC protocols’ primary goal is to avoid collisions, while  ajthough the presented model only considers the constraints
malnta!nlng good efhmenc;y, delay and fairness. The only W3} the MAC layer, the model can be infinitely improved
to achieve these goals is to ensure that only one nodeyiniake into account a large number of parameters (partial
a given geographical region transmits at a time (assumipgsiryctions, Rayleigh fading [7], MAC protocol parameters,
a single frequency channel and no code division multiplggio technology, transmission errors, etc.). Once the link
access (CDMA)). Different MAC protocols avoid collisionseonstraints are determined, the method presented in the next

in different ways. In ad hoc networks, many random acceggction can be used for any model to determine the capacity
schemes have been proposed and have been shown to perfgriie network.

well under a variety of network topologies and traffic loads
[13], [14]. Some of the most popular MAC protocols have been I1l. DETERMINING THE NOMINAL CAPACITY
incorporated in the IEEE 802.11 [15] standard. Practically all

MAC protocols avoid collisions by preventing simultaneous In th's section, the assumptlops concerning the Capa?c'ty
transmissions. analysis of WMNs will be summarized. To improve the clarity

In Fig. 3, the solid arrows denote active links used tgf the presentation, a simple chain topology will be analyzed

C. Link constraints and collision domains

forward the traffic to and from the gateway. The dashed Iin |£st, and later the results will be generalized to an arbitrary
connect nodes that can receive each other’s transmissioRE.OIOgy'

Finally, the dotted arrows represent transmission constraints. )

In Fig. 3(a), a MAC protocol that protects both ends of a linR: Assumptions

(e.g., RTS/CTS [13]) is considered. When the link between theWe assume that there is only one gateway in the network. If
gateway and node 1 (link GW-1) is active none of the othénere are multiple gateways, the problem can be separated into
links connected by a constraint should be active in order toultiple, simpler problems by separating the nodes associated
avoid a collision. In Fig. 3(b), an asymmetric MAC protocol iso one gateway from nodes associated to other gateways.
considered (e.g., CSMA/CA [15]); and it is assumed that nodesWe also assume that there is an infinite amount of data to be
2 and 6 are aware of transmissions from the gateway, eitherdmnt from every node in the network. The scheme we present
sensing the medium or by receiving a CTS. In the case of morks well even if some of the nodes are idle (i.e., they are



@) (b) (©)

Fig. 3. Link constraint models for (a) symmetric and (b) asymmetric MAC schemes, and (c) the wireless collision domain corresponding to the link GW-1.

just repeaters - they do not originate or receive traffic) or sepd
data only a percentage of the time. We make this assumptio\\8
to improve the clarity of the presentation.

We assume that there exists a mechanism for enforcing ~ o7~ 07~ 57 i
absolute fairness for all nodes sending data to the same
gateway (see Section II-A). In other words, the throughpetly. 4. A chain ofn = 8 nodes generating and forwarding data to a gateway.
of the nodes in the network is the same for any node for any
offered load (the same offered load for all active nodes). Under
this fairness scheme, every node in the network will receiesvay. In Fig. 4, node 1 has to forward-1 times the traffic it
an equal share of the bandwidth available in the network. generates; and, thus, the link 1-GW has to be able to forward

Further, we assume the employment of an RTS/CTS typdraffic equal ton G.
of MAC layer that protects both the sender and the receiverin the second step, the collision domain of every link in
from collisions. As mentioned earlier, under this assumptiothe network is constructed. Considering a specific MAC layer
the link constraints are symmetric. If an asymmetric MA®@odel, link constraints can be determined for each of the
layer is employed (e.g., CSMA/CA), the presented method still = 8 links of the chain. In Fig. 4, the constraints of link
works; but the link constraints have to be carefully defined f@-3 are represented as dotted arrows. Similar constraints may
each traffic direction. be determined for every link but are not depicted, to avoid

For clarity, we assume that the traffic is unidirectional fromluttering the figure. Each link in the chain is constrained to
the nodes to the gateway. This assumption can be triviatignsmit only when the other links in its vicinity are inactive.
eliminated if the paths from the gateway to the nodes areFor example, the collision domain of the link 2-3 is com-
the reverse of the paths from the nodes to the gateway. Timsed of the link§2-3, GW-1, 1-2, 3-4, 4-5 Each collision
presented scheme works well even if the traffic is bidirectionalpmain has to be able to forward the sum of the traffic of its
but, more care is needed when defining the link constraintdinks. The collision domain of 2-3 has to forwaddr + 5G +

Finally, we assume that the nodes are stationary. Obvioudlyy + 7G + 8G = 30G. The collision domain corresponding
the capacity of WMNs depends on the topology. If the topote each link cannot forward more than the nominal MAC
ogy changes, the capacity itself will change. Our computatiédyer capacityB; therefore, there exists a collision domain
holds for periods of time when the nodes are stationary or,tifat throttles the capacity of the entire network.
they are mobile, when the mobility does not affect the topology We define thebottleneck collision domairas a collision
of the network. domain which has to transfer the most traffic in the network.
There may be multiple bottleneck collision domains in a
network (in which case, they all have to transfer the same
amount of traffic).

In Fig. 4, a chain ofn = 8 nodes generate and forward In the case of a chain of length> 3, it can be shown that
traffic to the gateway. The case where only the node farthéisé collision domain corresponding to link 2-3 is the bottleneck
away from the gateway generates traffic was considered befoaflision domain as shown in Fig. 4. Therefore, for= 8,

[5]. Assume that each node generates traffic to be forwardige throughput available to each nodg,,. is bounded by
to the gateway and that each node can only receive packéis,. < 3%.
from its immediate neighbors. Similar inequalities can be written for every collision do-

In the first step, the traffic that has to be forwarded by eadhain. By the definition of the bottleneck collision domain, the
link is computed. It is clear from the picture that nodes closenaximum throughput+,,.... obtained by solving the inequality
to the gateway have to forward more traffic than nodes farthier the bottleneck collision domain will satisfy all the other

B. Chain topology



inequalities. (node 7, 25 and 29) are sending data at the same time.
Finally, six nodes (node 7, 12, 16, 20, 25, and 29) are active
simultaneously. All the active nodes generate packets toward
) - ) the gatewayGW.

It is not difficult to extend the same analysis to a regular \yiih the basic data rate being 11 Mbps and the packet
two-dimensional topology and, further, to an arbitrary topols;¢ being 1500 bytes, the upper bound for the aggregate
ogy. Fig. 3 depicts an example of an arbitrary topology.  throughputB is 5.1 Mbps [12]. For each case, the network
has a different bottleneck collision domain. Based on the

C. Arbitrary topology

SA}O calculation of B and the identification of bottleneck collision
SAauG domains, the theoretical throughputs for the three cases are
2 . - 5 C%/ 1.02Mbps, 464kbps and 256kbps, respectively.
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Fig. 5. A WMN with arbitrary topology. /
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The collision domain corresponding to link 17-18 is com ’ Offered Load [kbps]
posed of the link se{32-GW, 1-GW, 17-GW, 17-18, 18- Fig. 6. Theoretical and simulation results of the throughput as a function of
19, 19-20, 19-21, 21-26, 26-28, 26-27, 9-14, 8-9, 4-8, B‘lothe.offered loadZ for all three scenarios.
Similarly, the collision domain corresponding to link 11-12 is
composed of the link sef1-3, 1-4, 4-8, 8-10, 10-11, 11-13, Fig. 6 shows the result of the simulation. As the offered
11-12} and partially overlaps with other collision domainsload is increased, the resulting average throughput saturates
Each collision domain limits the available capacity for eachery close to the estimated value.
node. By constructing the collision domains corresponding to
every link it can be shown that for this topology, the collision V. DISCUSSION
domain of the link 17-18 is the bottleneck collision domain.

Assuming that all the nodes are allowed the same amo ol :
of bandwidthG, the maximum throughput available for eaCEHroughput for each node 15(;,). For the general (arbitrary

: topology) case, it is clear that the traffic from all nodess
B
N0deGiyqq IS thus bounded bYiyma, < g7 because there are, go through the links directly connected to the gateway.

22%3?52 ;r:)a:;;ﬁve to be transmitted through the bottlene 'he collision domain for any of these links includes all the
' links connected to the gateway; and, hence, the sum of the

traffic on these links (equal taG) has to be smaller or
equal to the MAC throughpuB. Thus, each node will receive

To validate the results, we simulated a mesh network usiﬁg%) of the bandwidth where is the total number of nodes.
OPNET Modeler. For the MAC layer, we used 802.11b witfihis is the same as the wireless LAN (one hop) case and
RTS/CTS, as it is well modeled in OPNET, and it is easgignificantly worse than the classical results of Gupta and
to compute the MAC layer throughpuB [12]. We used Kumar O(ﬁ) [4] for large values ofn. The reason for
constant bit-rate (CBR) UDP flows such that traffic behavidhe decreased performance of WMNs when compared with
is not affected by the TCP’s congestion control mechanisnpure ad hoc networks lies in the creation of a hot spot at
The same topology presented in Fig. 5 was used for ttiee gateway that throttles the throughput of each node in the
simulation. We increased the offered load and plotted timetwork. Clearly, the available throughput improves directly
average throughput for each user node. We did not enfoym@portional to the number of gateways in the network.
absolute fairness. The O(-) notation hides the real difference between the

Three scenarios were considered: in the first scenario, oolye-hop wireless LAN and the WMN. In the general case,
one node (node 25) is active and forms a seven-hop ch#ie collision domain of any of the gateway-connected links
toward the gateway. In the second scenario, three nodel include all firstand second tier links around the gateway;

for the chain topology, it is obvious that the asymptotic

IV. SIMULATION RESULTS



since most of the traffic in the first tier is forwarded froMWWMN products, much research is still warranted before the
the second tier, the capacity of the WMN is smaller thatechnology is ripe. In this article, a technique to determine
the capacity of wireless LAN with similar parameters byhe exactbandwidth of WMNs is presented. A model of the

a factor of 2 (up to 3 depending on the exact topologpetwork topology and the number and position of the active
MAC layer and radio technology). This result is in sharpodes has to be known (realistic assumptions for WMNSs).
contrast to the claims of the product vendors. In all fairnesgp enable the computation the key concept introduced is the
the WMNs have other advantages over the one-hop solutitrattleneck collision domain, which throttles the throughput
they require considerably less powerful transmitters, have ahthe entire network. It is also shown that the asymptotic
improved reliability, market coverage, and, as preliminamyapacity for each node decreases with the number of nodes as

results indicate, probably a lower delay. Moreover, in the abo@(%

) wheren is the number of nodes in the network. The

analysis, we did not take into account the potential incread®oretical results are verified by careful simulations.

in bandwidth due to the reduced distance between the nodes.
Indeed, we assumed that all communications take place at the
maximum data rate allowed by the radio hardware; howeve[l]
if a physical layer that adapts to the conditions of the channel

is available (e.g., IEEE 802.14,b,g and IEEE 802.16), then [2]
the mesh network may have a higher bandwidth resulting from

an increase in the signal to noise ratio at each receiver [7]. [3]

This rather simple, yet powerful scheme can be extended Al
several ways: 5]

o For asymmetric MAC environments or networks with
bidirectional traffic and different return paths, the di-
rection of the traffic must be taken into account. The[6
procedure we presented works well in these cases as well,
provided that a collision domain is defined for each link[7]
and direction.

« The model of the network can be improved as wellg]
One may take into account cumulative interferences from
neighboring links to re-define the collision domains moré
accurately. [10]

« Not all nodes have to be active at all times. When as-
signing traffic to the links, we can take into account only
the traffic from the nodes that transmit/receive traffic. [11]

« Not all nodes have to receive an equal share of the
bandwidth. It is possible that the network supports diffef?
ent classes of service, where, for example, some nodes
receive twice the bandwidth of other nodes. This case
can be easily handled by our scheme by appropriat
assigning the traffic weights on the links (€.§.... Can
be calculated whely is assigned to some nodeX; to
others, etc.).

An obvious application of the presented method is prqts]
visioning for WMNSs. The technique may also be used to
achieve fairness and quality of service in WMNSs; once it
is known how much bandwidth each node can receive, this

(14]
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value can be enforced at each node. Furthermore, the presented

approach can be applied to any type of wireless networks that
have a similar architecture and traffic pattern. For example,
in wireless sensor networks data collected from the sensor
field and is typically forwarded in a multihop fashion to some
form of long-haul base station that forwards it to a monitoring
station. In wireless sensor networks, the estimated capacity can

be used to tune the sampling rate of each sensor node so that

the generated traffic does not exceed the available capacity.

VI. CONCLUSION

Wireless mesh networks are a promising new broadband
Internet access technology. Despite the recent availability of



